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SUMMARY
Generative artificial intelligence (AI) holds 
great promise in neurointerventional surgery 
by providing clinicians with powerful tools 
for improving surgical precision, accuracy of 
diagnoses, and treatment planning. However, 
potential perils include biases or inaccuracies 
in the data used to train the algorithms, 
over-reliance on generative AI without human 
oversight, patient privacy concerns, and ethical 
implications of using AI in medical decision-
making. Careful regulation and oversight 
are needed to ensure that the promises of 
generative AI in neurointerventional surgery 
are realized while minimizing its potential 
perils.
[ChatGPT authored summary using the 
prompt “In one paragraph summarize the 
promises and perils of generative AI in 
neurointerventional surgery”.]

INTRODUCTION
Relatively few technological break-
throughs have arisen with the capacity 
to alter society as swiftly and profoundly 
as the printing press, penicillin, and the 
atomic bomb. Originating from disparate 
fields of inquiry, innovations such as these 
have left an indelible mark on our collec-
tive experience, reshaping the fabric of 
human history and sparking both a sense 
of wonder and fear on a societal level. 
The recent emergence of generative arti-
ficial intelligence (AI) marks another such 
inflection point in the course of human 
progress. With the potential to rapidly 
reshape society, this technology presents 

both the prospect of transformational 
benefits and the specter of profound risks.

In late November 2022, the Open AI 
Research Laboratory quietly introduced 
an enhanced AI chatbot named ChatGPT 
to the general public.1 In a remarkable 
testament to the technological sophistica-
tion and societal interest, over 100 million 
users subscribed to ChatGPT within the 
first 2 months of its release, setting a new 
record for any consumer internet service.2 
The extraordinary speed of subscriber 
growth for ChatGPT caught many tech 
industry leaders by surprise, prompting 
many to develop their own chatbot offer-
ings, or to announce plans to do so in the 
near future.

The rapid proliferation of these services 
has forced society to confront significant 
ethical and societal questions related to 
generative AI, particularly its ability to 
emulate human thought processes and 
creativity. As Alan Turing eloquently 
captured in 1950, the question of “Can 
machines think?” has emerged as a pivotal 
philosophical query in the context of this 
technology.3 By definition, the devel-
opment of machines that can generate 
creative and novel output pushes the 
boundaries of what we consider to be 
‘thinking’ and ‘intelligence’. The impli-
cations of such technology, particularly 
in the context of medicine and neuroin-
terventional surgery, call for thoughtful 
reflection, dialogue, and collaboration 
across diverse fields of expertise to chart 
a course that balances the potential bene-
fits and risks. To do so will provide a 
forum for addressing concerns around the 
accuracy of responses, the potential for 
generative AI to spread misinformation 
or manipulate human behavior, and the 
impact on human employment and social 
interaction.

GENERATIVE AI: A BRIEF PRIMER
As the field of machine learning continues 
to advance at a rapid pace, generative AI 
has emerged as a particularly dynamic 
subfield which focuses on the creation of 
new content such as images, videos, or text 
using algorithms, statistical models, and 

extraordinarily large sets of data. One of 
the most powerful and popular techniques 
within generative AI is the use of Genera-
tive Adversarial Networks (GANs).4 GAN 
models consist of two neural networks: a 
generator and a discriminator. The gener-
ator produces new data samples that 
mimic the input data, while the discrim-
inator distinguishes between the real and 
generated data. These two components 
compete with one another, resulting in 
image generation models that can create 
high resolution synthetic digital images 
(for instance, of head CT images which 
simply do not exist; figure  1), as with 
the case of StyleGAN-3 (NVIDIA, Santa 
Clara, California, USA).5

More recently, large language models 
such as the Generative Pre-trained Trans-
former (GPT) have also emerged as a signif-
icant development in the field of generative 
AI.6 These models leverage deep learning 
methods to generate human-like language, 
such as written text or speech, with remark-
able accuracy and fluency, to the point that 
ChatGPT can almost pass the United States 
Medical Licensing Exam and the neurosur-
gical oral boards.7 8 GPT-3, the underlying 
algorithm on which ChatGPT is based, was 
trained on a massive corpus of text data, 
including a diverse range of books, arti-
cles, and websites, allowing it to learn the 
patterns and relationships between words, 
phrases, and sentences. This vast amount 
of data enables a model to learn a general 
understanding of language (eg, the patterns 
and relationships between words, phrases, 
and sentences), which can then be fine-tuned 
for specific tasks such as language transla-
tion or question answering by training the 
model on smaller, task-specific datasets. This 
approach can be applied to multimodal data-
sets (ie, text-image pairs) as demonstrated 
by DALL-E and DALL-E 2, which used a 
version of the GPT-3 algorithm to create a 
model that generates images from natural 
language text (figure 2).9

USE OF AI IN NEUROINTERVENTIONAL 
SURGERY
AI has already had a profound impact on 
many specialties in medicine. In neuro-
interventional surgery, deep learning 
models have been developed to detect 
large vessel occlusions and cerebral aneu-
rysms on vessel imaging, leading to faster 
times to treatment and more streamlined 
workflows.10 11 In these cases of detec-
tion and triage, the role of the algorithm 
is to flag concerning studies for human 
review and not to replace the physician 
assessment. Volumetric measurements for 
several disease states can be done rapidly 
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and consistently, removing the burden 
of manual estimation from humans and 
paving the way for deeper understanding 
of cerebrovascular disorders. Volumetric 
endpoints for evacuation of intracranial 
hemorrhages, longitudinal monitoring of 
ventricular volumes, and measuring the 
volume of pathologies such as subdural 
collections before and after intervention 
have all been made possible through the 
use of machine learning algorithms.12–14 

Automatically generated ASPECT scores 
have been shown to be as good or better 
than experienced radiologists.15 Yet even 
with these advances, AI in neurointerven-
tial surgery is in its infancy, with several 
promising applications.

PROMISE OF GENERATIVE AI FOR 
MEDICAL APPLICATIONS
The potential to incorporate generative AI 
into neurointerventional surgery is vast. As 
observed in other fields, this technology 
could yield fresh and valuable insights 
into medical datasets through machine 
learning techniques.16 For instance, one 
area that could benefit immensely from 
generative models is natural language 
processing (NLP). These models could be 
used to translate clinical information into 
layperson-friendly formats, enhancing 
effective communication between 
medical practitioners and patients.17 As 
an example, consider a patient diagnosed 
with a new cerebral aneurysm. NLP 
models could rapidly provide patients 
with an education-level appropriate 
description of personal natural history risk 
based on best available high quality data 
coupled with personalized risk factors 
(size and location of aneurysm, smoking 
status, family history, medical history). 
Next, such a model would collate data on 
treatment options (clipping, coiling, stent 
assisted coiling, flow diversion, etc) and 
compile the risk versus benefits associated 
with each option based on automatically 
generated systematic review-quality data. 
Finally, the model would generate a list 
of local ‘preferred’ providers based on 
research productivity, international repu-
tation, years of independent practice, 
patient reviews, and institutional quality 
scores. Follow-up patient visits could be 
tailored to specific issues and questions 
based on previous visits and questions 
they had asked.

It is noteworthy that transformer 
models, a specific type of machine learning 
algorithm on which ChatGPT is based, 
were initially used for translating from one 
language to another and, today, we can 
envisage models that produce coherent 
clinical reports based on a patient’s medical 
data. These models can operate in a mode 
that generates scalable explanations to 
patients with varying levels of education 
and cognitive ability or generate discharge 
summaries by parsing through medical 
records. They could also help develop 
more efficient billing and coding, or serve 
as a human-like agent that can interact 
with and triage patients with precision and 
efficiency. One area where a triaging agent 
could be particularly impactful would be 
in directing patients with convincing signs 
and symptoms of a large vessel occlu-
sion to primary or comprehensive stroke 
centers for immediate treatment. In such 
cases, a prehospital assessment could be 
performed by a model and, if there is a 
high enough concern for a stroke, initiate 

Figure 1  (A) Synthetic head CT images generated using a StyleGAN35 model trained on the 
personal computer of the senior author demonstrating both the relative ease and general fidelity 
of generated AI medical data. (B) Real patient head CT images.

Figure 2  Panel of AI-generated images by the authors using Midjourney with the instructions 
"A highly detailed photo of Tyler R PhD, Ryan K MD, Kyle F MD, Ferdinand H MD, and Jan V MD 
standing in front of a hospital”. The people pictured in the images bear no resemblence to the 
authors.
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a telehealth visit with an available stroke 
neurologist while routing the patient to 
the appropriate center for directed treat-
ment. In such a fast-paced situation, clear 
communication with the patient and his or 
her family is vital. Again, in such instances 
the role of AI would be not to replace the 
physician assessment, but to flag high-
yield cases for immediate review.

Generative models have also been 
applied to medical imaging. Super reso-
lution (SR) GANs have been used to 
transform lower resolution imaging data 
from CT and MRI scans to higher reso-
lution.18–20 Such SR GANs could also 
be applied to angiography, allowing for 
upscaling and providing higher resolu-
tions than are currently available. Other 
possibilities include generating synthetic 
datasets for medical trainees, which are 
no longer confined to the realm of science 
fiction. Trainees could use a model to 
produce a rendering (figure 1) of a patient’s 
brain based on their medical history as 
a visual aid during their studies. In the 
field of device development, these models 
could be used to create flow models with 
limitless (but realistic) configurations for 
testing and cataloguing the behavior of 
new devices. Finally, recent work by Tang 
et al has focused on the use of semantic 
decoder networks, similar to ChatGPT, 
which can translate a person’s thoughts 
into text.21 Such technology could be vital 
for stroke rehabilitation and prosthesis 
development, paving the way for further 
work with brain–computer interfaces.

By holding up the mirror to some-
thing that used to be inherently human 
prior to these advances, generative AI 
has reinforced the desire to understand 
the processes behind creativity, both by 
humans and due to generative models. 
For instance, further research into under-
standing latent space (an abstract multi-
dimensional space containing features 
that we cannot interpret directly) from 
which GANs sample input can lead to 
more control over the final output.22 In 
an effort to understand how machine 
learning models arrive at their predictions, 
Shapley values have been used to investi-
gate which inputs into a model contribute 
the most.23 Although there is progress in 
understanding the historical black box, the 
complexity and novelty of these models 
can lead to abuse.

PERILS OF GENERATIVE AI FOR 
MEDICAL APPLICATIONS
The complexity of these models can also 
make it challenging to identify and address 
potential dangers that may arise from 
their use. Artificial neural networks are 

a critical element of most deep learning 
models, but they have been criticised as 
‘black boxes’ due to their inner workings 
being beyond the current understanding of 
researchers.24 More broadly, the potential 
for malfeasance enabled by ChatGPT or 
other generative algorithms is a growing 
concern with the following risks already 
identified:
1.	 Deepfake imaging: Deepfake technolo-

gy, combined with GAN, could be used 
to generate fake patient imaging data 
by blending real imaging with imaging 
of pathologic samples or in falsifying 
identities of individuals.25 Mirsky et al 
have presented their work with using 
GANs to inject and remove lung can-
cer lesions from CT imaging.26

2.	 Falsified clincial reports: Patients with 
Munchhausen Syndrome or Munch-
hausen by Proxy could use GAN and 
generative chatbots to create clinical 
reports that support a false medical 
narrative, which could be misused by 
doctors or insurance companies.27

3.	 Malpractice and falsified data: The use 
of falsified data in malpractice lawsuits 
could lead to either the strengthening 
or defending of a case.28

4.	 Medical payment fraud: The emer-
gence of tools that falsify medical 
management data to justify payments 
could enable Medicare and medical 
payment fraud.29

5.	 Scientific fraud: The potential for sci-
entific fraud may arise if scientific data 
are falsified, whether intentionally or 
not.30

6.	 Embedded prejudices: Generative 
models are trained on large datasets, 
which may contain inherent biases 
or prejudices, leading to embedded 
racism and prejudices in the training 
data.31

7.	 Data security challenges: The storage 
and transfer of medical data are sub-
ject to data security issues, including 
unauthorized access or data breaches, 
which could have serious consequenc-
es, particularly if protected informa-
tion is used as part of a training data 
set.

8.	 Credentialing fraud: As noted previ-
ously, generative models are almost 
capable of passing written credential 
examinations and could allow for pro-
liferation of unqualified practitioners.7

Furthermore, models like ChatGPT are 
good at providing superficial summaries 
(as in the case of our summary), but often 
struggle with answering specific questions. 
For instance, when ChatGPT is prompted 
with “What are some of the perils of gener-
ative AI in neurointerventional surgery?”, 

the generated answer is generic and iden-
tical to the one provided for a prompt 
where ‘neurointerventional surgery’ is 
replaced with ‘pediatrics’. These models 
lack introspection and do not have the 
ability to self-correct, nor do they have 
a fundamental understanding of the 
information on which they were trained, 
leading Bender et al to coin the term 
‘stochastic parrots’ in order to describe 
large language models and arguing for 
careful curation of datasets rather than 
ingesting everything on the internet.32

The question of high-quality datasets 
is an important point. The evolution, 
sophistication, and complexity of gener-
ative models has necessitated training on 
ever larger, high-quality datasets. GPT-3, 
Stable Diffusion, and DALL-E 2 models 
were trained on large publicly available 
datasets containing billions of data points. 
This presents serious ethical consider-
ations regarding labor, content filtering, 
and sourcing as collecting and maintaining 
high-quality data is a daunting task, and 
annotating it is even more challenging.33 
Moreover, the scarcity of high-quality 
medical datasets underscores the critical 
importance of meticulous data adjudica-
tion, as models trained on subpar data can 
propagate errors when used to generate 
more extensive datasets. Some examples 
of neuroimaging datasets available are 
the OASIS-3 for Alzheimer’s research 
and OpenNeuro, both of which are MRI 
only.34 35 CT datasets are even more rare, 
with one of the largest being the RSNA 
Brain Hemorrhage Detection Challenge 
dataset.36 While large and well-annotated, 
this dataset does not include segmenta-
tion masks for hemorrhages, only label 
classification.

As an example of some of the issues 
with ensuring the quality of the data, 
the Brain Tumor Segmentation (BraTS) 
dataset is a large, well established data-
base of brain MRI containing tumors.37–39 
This dataset has been used in annual 
competitions in which various AI models 
are used to segment gliomas, and initially 
began with 65 clinical patients and 65 
synthetically generated brain MRIs.39 
Subsequent additions to the BraTS dataset 
included ground truth masks created 
by the top performing algorithms of the 
BraTS competitions starting from 2013 
onwards, and contributions from multi-
institutional glioma collections of The 
Cancer Genome Atlas (TCGA), publicly 
available in The Cancer Imaging Archive 
(TCIA), in which ground truth masks were 
created and corrected by two imaging 
scientists and a medical physician. Incor-
rectly labeled voxels were corrected 
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following the rules set by an expert board-
certified neuroradiologist, whose role was 
limited to approving the corrections.37 38 
The implications of these approaches on 
generating data for machine learning are 
that datasets commonly used for training 
consist in part of synthetically generated 
data, with ground truth masks created by 
earlier generation top performing models 
from previous BraTS competitions, and in 
many cases were adjudicated by a single 
neuroradiologist who did not create or 
correct the ground truth masks. While 
generative AI has been proposed as a 
method for creating synthetic training 
data for machine learning, there have 
been several concerns about leakage of 
protected health information as well as 
a lack of metrics to ensure fidelity.40–43 
Furthermore, using previous generation 
algorithms to create ground truths has an 
even higher concern for propagating bias, 
which ultimately may not be rigorously 
adjudicated by experts in the domain.

CONCLUSIONS
Generative AI is here to stay and will shape 
our future, whether we are ready for it or 
not. As generative models continue to be 
increasingly used in medicine, we must 
consider potential scenarios of abuse to 
prevent their occurrence. While these 
models have the potential to revolu-
tionize medical practice, we must remain 
vigilant of the potential risks and conse-
quences of their misuse. The possibility 
of a patient presenting deepfaked imaging 
and ChatGPT-generated medical reports 
in a clinical setting is no longer simply an 
academic thought exercise. The rapid pace 
of innovation in computer hardware and 
generative AI models continues to usher 
in increasingly impressive capabilities. 
Consumers can now generate high-quality 
images that were formerly prohibitively 
expensive to produce. Without adequate 
preparation, the consequences of artifi-
cially generated patient data would be 
significant to a surgeon’s practice.

The field of medicine, particularly 
neurointerventional surgery, is contin-
ually evolving. While technology has 
significantly improved patient care, it 
took several decades and government 
mandates for electronic healthcare records 
to become widely used. The impact of 
ChatGPT and other generative algorithms 
on medicine is expected to be much more 
rapid.

According to Eric Topol, the greatest 
opportunity offered by AI is to restore 
the essential and time-honored connec-
tion and trust between patients and 
doctors.44 We believe that there is 

tremendous potential for this, particularly 
in the field of neurointerventional care. 
To ensure that this connection and trust 
is restored and protected, we must proac-
tively marshal resources and regulations 
to effectively deploy or defend against 
generative algorithms. In the words of 
ChatGPT, “Fostering a collaborative and 
responsible approach between AI and 
healthcare providers could lead to signif-
icant advancements in patient care while 
preserving the human touch in medicine”.
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